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ABSTRACT. PCM transmission of satell i te photographs 9 

is analyzed. 
evaluated. 
an a l t e rna t ing  and nonalternating code is considered. 

Several possible  coding schemes are 
A s ing le  synchronization code ..per l i n e  with 

I 

- 1  

I INTRODUCTION 
I 

/I* 
> -  

def in i t i on  f o r  PCM.transmission depends on a number of criteria: 

- probabi l i ty  'of t rue  detect ion,  which is the probabi l i ty  of 

recbgnizing the  synchronization code, 
*\ 

- ' p robab i l i t y  of b i t  e r ro r ,  which depends on transmission qua l i ty ,  

L. b i t  s h i f t  introduced by the  primary synchronizer, 
i 

'I - equipment f e a s i b i l i t y  and cost .  ' > #  

# I 

* x 
z 

1. Probabi l i ty  of True Detection 

A frame*contains 2,000 l i n e s  and is transmitted i n  one-half hour. The 

maximum number,of l i n e s  per day is, therefore ,  the  following: 

* Numbers i n  t he  mariin ind ica te  the  pagination of the  o r i g i n a l  foreign t ex t .  

5.. 
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5 2000 x 48 = 96.000 2 IO 

It may be  assumed (to a f i r s t  approximation) t h a t  detect ion of t h e  syn- 

, chronization code fo r  each l i n e  is independent of the  others.  In  t h i s  case, if . 
Pv i s  taken as the  probabi l i ty  tha t  one l i n e  is  cor rec t ,  then the  probabi l i ty  

t h a t  a l l  l i n e s  are 'correci  can be' expreised as Pc = Pvlo5. 

I 
Pc - (I - Pf)1"- fJ, I - -  

Pf '<<a[ 
If Pf = I - Pv 
It is  desired t h a t  there  be no more than one f a l s e  l i n e  per day. Thisz 

can be expressed by: 

5 pc ' 3 IO ,p-pc 

With Pc as the  prqbabi l i ty  t h a t  a l l  l i n e s  are cor rec t ,  and with 1-Pc as t h e  

/2 
. 7  

probabi l i ty  t h a t  there  is a t  least one f a l s e  l ine:  - 

I 

i 

#From the  frame point  of view, i f  Ps i s  used to' designate the  prabhbi$ity t h a t  ~ 

a l l  l i n e s  i n  a frame w i l l  be  cor rec t ,  then: \ I 

I % 

4 

-IO 
It is  condition pf < 10 1 which w i l l  determine length of the  synchroni- 

zat ion word. 
1 -- c ?r -I__._ __.I 
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2. Probabi l i ty  of B i t  Error 

The information contained $n a PCM transmission is  a 

I f  the  coding is  t o  have meaning, coded i n  d i g i t a l  form. 

physical quant i ty  

the  probabi l i ty  of 

b i t  e r r o r  due t o  transmission qua l i ty  m u s t  introduce an e r r o r  lower than the  

quantization e r ror :  

Since nine b i t s  are used t o  code infra-red,  t h i s  corresponds t o  t h e  fol-  

S - = 64 dB N 

owing signal-to-noise r a t io :  

and to the  r a t i o :  - 

E - = 11 dB (see paper 487/DB/ES/E by A. Pouzet) No . 

E 
E a code NRZ-L or  $0-L , b i t  e r r o r  probabi l i ty  is r e l a t ed  t o  the  r a t i o  - by: No 

. .  . ._-_ - I 

p = i. [I - Erf 
, - No 1- _ _  ~ . -  

, I  * 
i *  

’ Which gives: 
\ 

One can expect, then, a b i t  e r r o r  probabi l i ty  ,of 

:determine t h e  code f o r  a b i t  e r ror ,  p robabi l i ty  qs g r e a t , a s  

I I n  f a c t ,  we  w i l l  
, 

’ . #  
I I 

I 
{ 
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‘3. B i t  S h i f t s  1 

. ’  
B i t  s h i f t s  are caused by synchronization defec ts  i n  the  primary synchro- 

‘ / 3  - 

nizer ,  They manifest themselves, from t i m e  t o  t i m e ,  as a skipped or  doubled 

b i t .  



The probabi l i ty  of b i t  s h i f t  diminishes as tlhe signal-to-noise r a t i o  in- i 
creases,  but  t h i s  depends on the individual  equipment and can only be properly 

evaluated through long duration tests. 

E/No r a t i o  of IldB, t h i s  phenomenon w i l l  be p rac t i ca l ly  nonexistent. 

One may simply conclude t h a t  with a 

I f  t ha t  is v e r i f i e d , - a  s ing le  synchronization word a t  the beginning of each 

l i n e  would be su f f i c i en t .  Otherwise, i t  i s  preferable  t o  break up the  l i n e  i n  . 
such a way t h a t  r e p e t i t i v e  rephasing minimizes the  amount of information l o s t  

a t  each b i t  s h i f t .  

4. Equipment Feas ib i l i t y  and Cost 

The most economical so lu t ion  woull be t o  use off-the-s 

c 

e l f  equipment . 
Commercial secondary synchronizers are l imited t o  a few thousand b i t s  per cycle  

and. t o  33-bit3 f o r  the  synchronization word. 

I 
I ! ' ,  

Breaking up the l i n e  would allow shortening the  cycles,  but the synchronid5 

za t ion  word (see Paragraph I V )  would always have a c r i t i c a l  length. 

For on-board equipment, coder s torage depends on the  type of code used. 

A code with N b i t s ' w i l l  require  a s torage with N posi t ions,  while a PN code 

(with length N = 2n6 ,- 1) can be achieved with p - f l i p - f l o p s  i n  'the c i rcu la t ing>]  --I ' 

memory 
- 1 -  -___-__- --- 

*r\ 
\ 

, 
Several so lu t ions  s a t i s f y  these various ;riteria: * . I  

k I 

< 4 

- a s ing le  synchronization word can be used a t  th8 beginning of each 
i 

l i n e ;  o r ,  
- t H e  l i n e  i s  broken up. In t h i s  case, a reference mark f o r  l i n e  

beginning must be  used i n  addition t o  t h e  synchronization word. 



11. A SINGLE SYNCHRONIZATION CODE PER LINE (NONALTERNATING CODE) - 14 

The f i r s t  possible  solut ion '  is  t h e  use of a synchronization code placed 
I 

a t  the beginning of each l i n e ,  which means t h a t  a cycle is made up of one toe: I_ 

p l e t e  frame l ine . ,  I n  addition, t he  code chosen repeats  i n  i d e n t i c a l  form 

from one l i n e  t o  another. 

I 

I I 

1. Code Length 
I 
i 

a' 
Code length is  determined by the  probabi l i ty  f o r  correct  synch.ronization 

i ch  has been selected.  

I 
Variable threshold search provides b e t t e r  r e s u l t s  than fixed threshold 

(see Appendix I) so i t  is  t h e  one w e  have used hereaf te r .  

Given: N Length i n  b i t s  of the  synchronization word 
1 M Total  number of b i t s  i n  the  cycle 

P Probabi l i ty  of b i t  e r r o r  

E Number of code e r r o r s  

e Number of e r r o r s  at  any pos i t ion  i n  the  cycle. 

Probabi l i ty  Pv of detect ing t h e  synchronization code is given by the  
4 

following (see Appendix I) : 
- 3 .  

- -  I -  .. ._ _ _  

! 

In the  iase of METEOSAT, M i s  on t h e  order of 70,000 b i t s .  
, .  

The various values of Pv as a f u n c t i o n ~ o f  N and P are shown on the  curve 

i n  Figure 1. 
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Figure 1 
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A length of 63 b i t s  is  required t o  obtain a probabi l i ty  Pv of 1 - lo lo  f o r  
2 

.' a p of 10' , 
-11 N - 63 b i t s  ~ P v ' -  I' - 9,615 10 

2. Composition of t he  Code 

The composition of the  code must be such t h a t  t h e  hypothesis out l ined 

-' / 5  

I 

earlier (namely, t h a t  a l l  b i t s  are random outs ide of t he  exact code posi t ion)  

not violated.  

Among t h e  M-1 pos i t ions  other than t h e  code, two cases can be noted: 

Code U Message 
f N b i t s  n " bltS + 
I P A , , , , , , . .  .....--.-- --111., h- { , . , . , ,  

( 2 )  . (1) , . .  )---------------I 
- .  

For a pos i t ion  such as posi t ion (l), t h e  co r re l a to r  contains code b i t s  

(nonrandom b i t s ) ,  and message b i t s  (random b i t s )  a t  t h e  same t i m e ,  while i n  

a posi t ion such as (2) it contains only random b i t s .  
J ,  

4% 

The hypothesis malde earlier (random.,bits f o r  a l l  posi t ions outs ide  the  ',, 

code) is j u s t i f i e d  i f  ca lcu la t ion  of Pv taking code 'compositionvinto account 

provides as good a value as when i t  was  calculqted earlier (Paragiaph 11.1). 
* 4. 

I 

A number of s tud ies  have heen completed on code compositions [References ' 

3, 4, 51, but_ they weze done f o r  fixed threshold search f o r  code lengths not 

exceeding 30 b i t s .  

,is the! e r r o r  threshold f o r  the  f ixed threshold .method):.: _ _  
In  addi t ion,  t h e  assumptions are p = 0.1 and E = 0 o r  2 (E 

7 



These s tudies  are not  d i r ec t ly  appl icable  t o  METEOSAT; therefore ,  they 

m u s t  be redone f o r  an assumed var iab le  threshold. 

Posit ions such as pos i t ion  (1) defined above are 2N - 2 i n  number, each 

of them characterized by i ts  overlay m (see Appendix 3). 

corresponds t o  two 'symmetrical posi t ions (an overlay t o  the r i g h t  and an overlay 

t o  the l e f t )  which have the  same charac te r i s t ics .  

Each value of m 

I f  one uses Hm(E) t o  designate the probabi l i ty  t h a t  the number of e r r o r s  

( fo r  an overlay m ) w i l l  be equal t o  o r  lower than E,  then probabi l i ty  Pv i g  

. expressed as follows: 

. .  
! 

4 ,  I f  c i s  the  number of mismatches,in t h e  truncated correlat ion,  Hm(E) 

i s  expressed by (see Appendix 3): 

Pi(I-P) c- i  
. _.._ 

Min(m-c,E-c+i) Min(E 

J ' 0  
z c i  z P -0 

*4 

/ 

* 
' . I  

t 
\ ,  A *  t with b = N-m 

% 

A code is  good i f  Pv is higher than the  value computed with the  f i r s t  
-11. hypothesis (PaKagraph 11.1); t h a t  is, 1-9.615 10 . 

A search for the  bes t  code is  not contemplated s ince  ( f o r  63 b i t s )  there  

would be 263 d i f f e r e n t  codes t o  examine. 

account mirror,  complementary, and complementary-mirror codes (which have the  

Even dividing by four t o  take i n t o  



1," . same cha rac t e r i s t i c s ) ,  t h e  computation t i m e  would be disproportionate with 

espect t o  t h e  r e s u l t s  which might be expected. 

It is  enough, 

6 

then, t o  f i n d ' a  good code, even i f  i t  i s n ' t  t h e  bes t .  

' Since 63 = 2 -1, the  63-bit code is advantageous s ince it can be formulated 

by a PN code with s ix  f l ip-f lops.  

r e l a t i o n  propert ies ,  even i f  i t  is  not  necessar i ly  optimum. 

with t h e  following schematic: 

It is  known tha t  a PN code has good cor- 

It can be produced 

P 

*% 
@ 

I is an inverser  (complementary) 

i s  a moduli'2 (or exclusive) addi t ion 

9 
' 1  

A code S ( the output) is then obtained: , I - 17 
' . I  . ,  

, 
1. 9 

I I I I 1100000100001 1000101001 I I IO 10001 I IOOTOOIOI TO1 I I01 1001 101010 _ _  - -  - r  ~ 
-_ _.. - _ "  - 

with i t s  63 ro t a ry  perr&utations* 
I I , .  

The 63 codes thus obtained give Pv values which are very c lose  one t o  t h e  

other  and b e t t e r  than the  value obtained using t h e  hypothesis t ha t  a l l  b i t s  

are random. 

,9 



-11 l-Pv varies between 9,61111 10 and 9,59844 i n  place of 
! 

9,61541 10"' 

For other  codes, i n  way of contrast ,  the  p robab i l i t i e s  f o r  t rue  detect ion 

are 

* I  

very low. Values'of l-Pv become, f o r  example: 
. *  

0,707221 111111111111111111111111111111111111111111 
0,28311 ~110110110110110110110110110110110110110110 
0,46067 # 101010 IO 1010101010 10101010 IO 10101010101010 
7.37 6 6 IOm5 00001 I IO I IO IOOO I I 10 I IO IOOO I I IO I IO IOOO I I IO1 . . . . . . . .  . . . . . .  . . . .  . . . . . .  ~- . % '  .._._ . 

111111111111111111111 5 

11 IO1 101 IO1 101 IO1 IO1 IO 
 IOI IO IO IO IO IO IO IO IO IO^ 
I IO 1000 I I IO 1101000 I IO1 ' The last  code is  composed of: ._ . - - - __ _ _ _ _  

a n 0  

followed by an l l - b i t  Barker code, repea ted- f ive  t i m e s  

followed by a 7-bit Barker code. 

The earlier random code is, therefore ,  per fec t ly  su i tab le .  

Another c r i t e r i o n  w i l l  be required t o  make a choice among t h e  63 
I 

E 

, 

permutations -- the 'bes t  probabi l i ty  t o  remain locked on the  code takGpg i n t o  

account t he  width of the window. This pqoblem has not  ye t  been examined. 

I 8  * -  
111. A SINGLE SYNCHRONIZATION CODE PER &INE (ALTERNATING CODE) 

1. 4 

, A  telemetry cycle is made up of a METEOSAT frame 'line ,which has a fixed 

character  due t,o the  f a c t  t h a t  information var ies  i i t t l e  from one l i n e  t o  

another. 

f inding the  i d e n t i c a l  b i t  configuration i n  severa l  consecutive l ines .  

A s  a r e s u l t ,  f o r  a given pos i t ion  i n  the l i n e  there  is a chance of 
, 

I f  t h e  5 

secondary synchronizer , locks  , o n  such a pos i t ion ,  t he re  is a chance it w i l l  

lock there .  d 

10 



The use of an a l t e rna t ing  code reduces t h i s  problem -- from each l i n e  t o  

t h e  next,  t h e  synchronization code is the  complementary code of the  code used 

f o r  the  preceding l ine .  

For the  same probabi l i ty  of f a l s e  detect ion as with a nonalternating code, 

t h i s  method reduces probabi l i ty  of locking on a wrong posit ion.  

1. Code Length 

Code length is determined, as i n  the preceding case, by se lec ted  p r o b & i l i t y  

of correct  synchronization. 

* 
The synchronization code at the  beginning of each cycle is  a l t e r n a t e l y  S 

o r  5 
other.  

I n  search phase., consequet ly ,  t he  code expected can be one o r  t h e  

- .  It can be deduced therefore '  t h a t  Pv ( t rue  detect ion probabi l i ty)  is: 

Pv = l/2 Prob (lbck on S i f  S is  the code) f 1/2 Prob (locks on i f  is' 
the  code) 1 

The secondary synchronizer always functions with a s ing le  cor re la tor  f o r  
d 

which the  reference code is S. Consequently, t h e  number of e r r o r s  obtained at  

the  output is t h e  number of mismatches between S and tbat p a r t  of the  PCM 

carrier contained i n  t h e  cor re la tor .  N-el is t i e  number of mismatchesvwith g. 
t I 

k 4 

Let us look at a va r i ab le  threshold operation and begin'ckby computing 
\ 

'P(S). 
z 

I f  E is the  number of e r r o r s  detected on the code, and i f  S is t h e  expected 

configuration, then detect ion w i l l  only be correct  i f :  

I N  - E > E  - _  
- / 9  

11 



' t h a t  is: ' 

For t h e  same reasons as i n  Paragraph 11.1, E is l imited t o  N/4. The 

probabi l i ty  

of mismatches with S o r  's found on preceding pos i t ions  w i l l  be  higher than t h e  

number of mismatches with S found i n  t h i s  posi t ion.  

P(S) of a t r u e  detect ion on S is the  probabi l i ty  tha t  t he  number 

That is 

i 

e , E  

N-e 2 E 

u' 

I 

The probabi l i ty  sought is expressed, then , by: 

._ __ - - f M-I 

. -  - --- ----. - ?. . ~ - - . .- ___ 

.- 
alogous reasoning f o r  5 leads t o  P(s)  = P(S). 

( I  

M-I. -4 

[($lN YO1 (1 
' . +  ' eeE+I 

_. - t - - -  I_ _ _  - -- .. . _  
\ I 

'I 4 . 
The various values of Pv as a function of N and p . a re ' p lo t r ed  on t h e  curve i n  
Figure 2. . . . I  

I <  
, c  . 

I -2 To obtain a probabi l i ty  Pv of l-lO-lo for a p value of 10 a length 

of 65 b i t s  is required,  



-11 N - 65 b i t s + P v  = I - 6 , 8 0  IO . 

-10 
, A length of 63 b i t s  .would only give Pv = 1-1.92 10 

2, Code Composition 

A 65-bit code cannot be achieved using a PN code since: 

- i f  t he re  are no r e s t r a i n t s  on 

= 12.7 

t he  ground due t o  co r re l a to r  

P 

I 

*\ 

problems, t he  s i m p l e s t  so lu t ion  would be t o  use a 127-bit PN code; however, 

t h i s  length is c l ea r ly  excessive. 

- i f  it i s  desirable  t o  r e t a i n  a length of 65 b i t s ,  then a 

search m u s t  - b e  made f o r  t he  bes t  codes. This requires  an examination of a l l  

possible  configurations -- f o r  65 b i t s ,  t h e  number is 2 -1. This number can be 

reduced t o  about 1 /4  by taking account of t h e  mirror,complementary, and mirror: 

complementary configurations of any given configuration. 

made f o r  t he  f a c t  t h a t  sequences formed by 13 and 5-bit  configurations are 

65 

Allowance can be 

1 repeated several t i m e s .  This study requires  an extensive computation t i m e .  

An in te r im so lu t ion  would be t o  

enoughi.) t o  a 63-bit synchronization 

65- or  66-bit code with a minimum of 
r e su l t s .  

add two b i t s  (or  three,  i f  two is not  

code. This might'allow compobition of a ' 

d i f f i c u l t y  which wuuld give s a t i s f a c t o r y  
' - 1  

6 .z . 

I V .  LINE CUT INTO SEVERAL BLOCKS - /I1 

A s ing le  synchronizing s i g n a l  per  l i n e  allows t r u e  code detect ion with 

But some consideration m u s t  a l so  be given t o  the  probabi l i ty  required. 

maintaining lock-on. 

e r ro r .  

The problem of b i t  s h i f t  m u s t  be added t o  t h a t  of b i t  

13 



In  the event of b i t  s h i f t  a t  t h e  primary synchronizer output, t he  cycle can 

be lengthened o r  shortened by severa l  b i t s .  

secondary synchronizer, t h i s  problem is e a s i l y  resolved by opening a window 

on the theo re t i ca l  pos i t ion  of t he  code, and allowing it t o  remain locked on the  

code i f  i ts  pos i t ion  i s  s l i g h t l y  s i f t e d .  

information useless ,s ince i t  is  impossible t o  know at which port ion of t h e  cycle 

3 i t  s h i f t  occurred. 

From t h e  point of view of the  

However, a b i t  s h i f t  renders the  

In  order t o  reduce the  loss of information due t o  b i t  s h i f t ,  t h e  l i n e  can 

be segmented. 

length of t he  synchronization word, but'we will 'see t h a t  t h i s  is not  t rue.  

It would'seem at  f i r s t  glance t h a t  t h i s  would even reduce tde 

I 

3 

Segmenting the  l i n e  a l s o  removes the inconvenience of a s ta t ionary  

information word from one cycle t o  t h e  other. There is no longer any need, 

therefore ,  t o  use &I a l t e rna t ing  code. 

r 

L e t  Pv represent t he  t r u e  detect ion probabi l i ty  f o r  cycle synchronization, 

* and P 1  the  probabi l i ty  t h a t  the  l i n e  is cor rec t ly  synchronized. I f  t he  l i n e  

divided i n t o  b blocks : 

P 1  = Probabilsity ( t h a t  t h e  b blocks are cor rec t ly  synchronized) 

ib An upper l i m i t  f o r  Pv is  determined by wr'iting t h a t  P 1  = (Pv), ,., 

Pv is developed by the formula on Page ,,7 where M = 70,00O/b, 

t + 
* * 

\ 

The following t a b l e  gives various values f o r  Pv as a function of N and 
-2 . f o r  p = 10 . .  

h 



N " 

66 
67 
'6 8 
69 
70 

I " P1 --I 
b=I 

, !a 

3 6,16703 IO" 
, 3,66420 IO-' 

-9 
2,17743 IO" , 

* 1.29410 IO 
-IO 7,69226 IO . ,  

-IO * 4.57297 IO 
-IO 

-IO . 
-I I 
-11 ,. 

-11 * 

2,71895 IO 

1,61681 ID - 

5,71929 IO. 
* 9,61555 IO 

:.3,4O2 22 IO 
* -11 2,02411 -IO 

-11 
' 1,204357 IO 

-12 
-12 

7,16679 IO 
4.26521 IO 

-'I2 ' ',2,538648 IO 

.J , 

by5 

-9 * '  ' 

-9 a .  ~ 

6,16852 IO 
3,66486' 10 

-IO 
-IO 
-IO 

-IO ' .  

7,69284 ro 
4,57322 10 
2,71906 10 

.1,61686 IO 
-11 ' , 9.61577 IO 
-11 , '  

-11 . 
, 5,71939 IO 7 

t 3,40226 IO -11 ,., 

' 1.204365 IO -11 8 

.2,02413 IO 

-I2 0 -  

* 7,16682 TO 
-12 , 4,265230 IO 

2,538655 IQ *I2 ' ,  

b= IO. 
----. 

6,16872 IO -9 . 
-9 ' 

.*_ 3,66495 IO 
2,17776 IO" 

' 1,29425 PO" 
7,69291 IO -IO 

-IO 4,57326 IO P 
2,71907 IO -IO 

-IO 
, 1,61687 IO' . 

-11 9,61579 IO 

3.40227 IO 

-11 j 
* 5,71940 IO 

-11 ' 
. 2,02413 IO -I1 /12 
1,2004366 10 -I I 

-12 7,16683 IO 

'2,538656- 10 

4,265231 IO -I 2 
-12 

I 

P1 varies very l i t t l e  as a function of b .  'As a redult, even i f  the l ine  
P 4 

i s  divided into several cycle; i t  w i l l  be necessary to place-a synchronization 

word (63 b i t s )  at the beginning of each cycle, 1 + ,  
t 

. I * 

V.CHOICE OF A SOLUTION - /13 

There are four possibi l i t ies:  

15 



4 ,  

- a nonal ternat ing 63-bit PN code a t  the. beginning of each l i n e ;  

- a 65-bit a l te rna t ing  code A t  t he  beginning of each line.' It would be 

necessary t o  conduct an inves t iga t ion  t o  determine its composition, 

- an a l te rna t ing ,  127-bit, PN code, 

- a segmented l i n e  with a nonalternating, PN code of 63 b i t s  

beginning of each ' cycle. 

Depending on the  importanqe of b i t  s h i f t ,  i t  is desirable  t o  

at  the  

divide t h e  

l i ne .  

divided. 

a f t e r  measurements on various primary synchronizers have given usable res.ults. 

The more important t he  b i t  s h i f t  is, t h e  more the  l i n e  w i l l  have t o  be 

The choice between a divided o r  nondivided l i n e  can only be maqe 

I f  i t  is necessary t o  divide t h e  l ine:  nonalternating, PN code of 63 b i t s ,  

a t  t he  beginning of each cycle is used. 

I f  a s ing le  synchronization word is used per  l i n e  it is preferable  t o  use 

an a l t e rna t ing  code which compensates f o r  t h e  s ta t ionary  character of t h e  frame 

s5gnal from one l i n e  t o  another. 

. It is  equally desirable  t o  use a PN code which i t  is  possible  t o  create 

eas i ly  and which ,does not  require  a long study with respect t o  i t s  composition. 

I ,  

According t o  the  hypotheses w e  have used, however, t h e  use of the PN code 

* requires  an extension 'in length t o  127 b i t s  i f  i t  is  des i rab le  t o  a l t e rna te  it. 

remaining locked on one pos i t ion  i s  greater  than the probabi l i tk  t o  lock-on 
These hypotheses only take i n t o  account t h e  search pkiase. Sincevthe probabi l i ty  

of 

i n  search phase, s implif ied calculat iohs (taking account ;< t he  operation de- 

scr ibed i n  Annex 2) show t h a t  it is possible  t o  reduce code length from 65 t o  

63 b i t s .  These r e s u l t s  are p lo t ted  on the curves i n  Figure 3. 

I f  a s i n g l e  synchronization word per  l i n e  is  used, a PN code of 63 b i t s  is 
uti l ized,and it is  a l te rna ted  from one l i n e  t o  the  other. I 



I 
~ Figure 2 



nonalternating code 
alternating code 

'i is  correct. 
' Pv is the probability that one l ine  is 

correctly synchronized i n  search phase 
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APPENDIX I 

SECONDARY SYNCHRONIZATION 

SEARCH PHASE 

FIXED THRFSHOLD - VARIABLE THRESHOLD 

W e  are dealing here with cycle synchronization, 

Review of 'Defini t ions 

- B i t  

- Word 
$ -  

- Cycle 

' i  

- Format 

: primary information quantity,  with 

: coded value of a physical quantity 

a word is made up of several  b i t s ,  

P 

without word synchronization. 

value of 0 o r  1, 

of information; 

: a cycle i s  composed of several  words. A cycle synchronization 

code marks the beginning of a cycle. 

: (or subcycle) : an assembly of cycles., 

Cycle Synchronization 

*\ 
. Marking the  beginning of a. cycle is  done by a search f o r  a pre-determined 

configuration of N consecutive b i t s  placed i n  a precise  location i n  t h e  cycle 
t ' ,  

(generally a t  the beginning). 

This search is  made by a cor re la tor  which compares t h e  configuration of 

b i t s  being sough< (reference code) with the various  donf figurations which 

appear successively,  i n  the  message. 
* .  

19 



I f  M is the  number of b i t s  i n  a cycle, t he re  are M d i f f e ren t  cor re la tor  

posi t ions i n  reference t o  t h e  cycle; only one of these posi t ions is  thesyn-  

chronization code posit ion.  

i 

The cor re la tor  e f f e c t s  a b i t  t o  b i t  comparison between t h e  N b i t s  of t h e  

reference code and N b i t s  of t h e  message. 

e r ro r s  (or mismatches) between these two configurations. 

It de tec ts  a ce r t a in  number of 

I f  the  transmission were perfect ,  t he  cor re la tor  wauld detect  no e r r o r  i n  - /2 
t h e  code posit ion.  

then 

Probabi l i ty  of marking the  code i n  correct  pos i t ion  woul,d 

be equal.  t o  the  probabi l i ty  t h a t  f o r  any pos i t ion  whatever t h e  b i t  config- 

urat ion obtained would be d i f f e ren t  from t h a t  of t h e  .code. A value is obtained, 

then, equal to:  

In. r e a l i t y ,  t h e  transmission has  a b i t  e r r o r  probabi l i ty  p, and detect ion of 

of t he  exact code pos i t ion  i s  based on t h e  f a c t  t h a t  i n  s p i t e  of b i t  e r r o r s  more 

mismatches can b e  expected at  random posi t ions than a t  t h e  code posit ion.  

In  t h e  following paragraphs, it i s  assumed t h a t  a l l  b i t s  other  than t h e  

code are random and hdependent one from t h e  other.  4 
\ 

It is  a l so  assumed that t h e  b i t  e r r o r s  ara random 'and independent. 
' . t  

I. t 0 

% Fixed Threshold Method. . 
% 

Synchronization code pos i t ion  search is car r ied  out when the  number of 

cor re la tor  output e r r o r s  exceeds a pre-set threshold. The code is s a i d  t o  have 

, been found when t h e  numberlo€ e r r o r s  is  equal t o  o r  lower than t h e  threshold. ' 
. .  



P 

I 

I f  Pv is  ca l led  t h e  probabi l i ty  of t r u e  detect ion ( t h a t  i s ,  the  probabi l i ty  

of finding the  code i n  its proper loca t ion) ,  then Pv i s  the  probabi l i ty  t h a t  

f o r  t he  e n t i r e  preceding cycle the  number of e r r o r s  is higher than the  threshold,  

while f o r  t h e  code t h e  number o f ' e r r o r s  is equal t o  o r  lower than the  threshold,  
1 

Let:  NIbe*.the number of b i t s  i n  the  code 

M be t h e  t o t a l  number of b i t s  i n  t h e  cycle 

e be t h e  number of e r ro r s  i n  the co r re l a to r  output 

E be t h e  e r r o r  threshold 

p be the  b i t  e r r o r  probabi l i ty  P 

- The probabi l i ty  tha t  there  are e e r r o r s  i n  t h e  code is the  probabi l i ty  

t h a t  e b i t s  are incorrect  while t he  others  (N-e) are correct .  The incor rec t  e 

b i t s  can be placed i n  the  code i n  n d i f f e ren t  ways, n being t h e  number of com- 

binat ions of N b i t s  e t o  e 

* = c; -- . 

N - e  
This probabi l i ty  is, then: :ti-- PC U - P I  

'. . 
> .  . .  

.. . _ .  . _  . 

From t h a t ,  i t  can be deduced tha t  t he  probabi l i ty  f o r  at least E e r r o r s  

i n  the code is: 
-. -_ - -- 

( I  

- . . . . . . . .. . . .. 
' . t  .. 

t I 

- The probabi l i ty  ' that  there  are d e r r o r s  i n  any posf i ion whatever is 

the  probabi l i ty  t h a t  t h e r e  are e b i t s  mismatched with the , re ference  code and 

'N-e b i t s  matched. 

As i n  t he  preceding case, mismatched e b i t s  can occupy n d i f f e ren t  pos i t ions  

,(n =Ce ) ,I and each b i t  has a 1 / 2  probabi l i ty  of . _  being matched or  of being 

mismatched. 
N ,  

z 
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* l  

j .  This 'probabilty is ,  then: 

The probability that there are more than E errors at any position what- 

ever become6 : 

- The probability of true detection Pv  i s  written: E 
< *  

One can also compute the probability (Pa) that there is no detection (the 

@ nunber of errors always,exceeds .. the threshold). 

-..-I. , . .- 

. .  - The probability P f  of fa lse  derection is expressed by: 

I22 



- /4 I N  

. The, values of Pv, Pa, and Pf vary as a function of t he  threshold. 

The optimum threshold would be t h e  threshold value f o r  which Pv i s  

maximum. 

Variable Threshold Method 8 

For each co r re l a to r  pos i t ion  there  is  a comparison between the  number of 

e r r o r s  obtained and a p a r t i c u l a r  s tored  threshold. 

I f  t h e  number of e r r o r s  is lower than the  threshold,  t h e  value found becomes 

t h e  new threshold,  and th,e b i t  counter is reset t o  zero. Otherwise, the  counter 

simply adds one unit .  

As a r e s u l t ,  the  synchronization code w i l l  be  detected i f  the  number of 

e r r o r s  found at i t s  pos i t ion  i s  lower than t h e  number of e r r o r s  'found at pre- 

ceding posi t ions.  Confirmation w i l l  be  received t h a t  t he  pos i t ion  found f o r  t h e  

.code is  i n  e f f e c t  the proper one i f  t he  b i t  counter reaches value M. 
1 ,  

*% 

It is apparent t h a t ' t h i s  method e n t a i l s  synchronization of the secondary 

synchronizer even when there  i s  no message. 

e r r o r  threshold can be taken as N / 4 ,  an intermediate valve between khd mean number 

of e r r o r s  when there  i s , no  message (N/2) 'and the  number of ekrors which can be 

expected with &I e r r o r  probabi l i ty  <of 10 (10). , 

For t h i s  reason, t h e  maximum 

-1 . .  

# %  

Based on what'has b'een s t a t e d  above, t he  probabi l i ty  of detect ing the  . .  
synchronization code is wri t ten:  

'23 , 



There w i l l  be  no detect ion i f  t h e  number of e r ro r s  always remains higher 

than N / 4 .  

The probabi l i ty  of f a l s e  detect ion is  expressed: 

- 

Pf = I - (Pv + Pa)  

d Comparison of the Two Methods 

The var iab le  threshold method gives the bes t  r e s u l t s  ( that  is, the  highest  

Pv value) whatever the cycle length,  t h e  b i t  e r r o r  probabi l i ty ,  o r  the code 

length. 

The following ; t ahe  gives values of Pv as a function of N (code l e w t h )  

and,of p (probabi l i ty  of bllt 'error)  f o r  a cycle  length M of 70,000 b i t s .  

' 

corresponds t o  the  optimum'threshold Eo fol each N and p value?.. 

' 
v 

The value of Pv used f o r  the  f ixed threshold,qethod is the va1ue"whh 

. .  
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'APPENDIX I1 

STUDY OF VARIOUS TYPES OF SECONDARY SYNCHRONIZER OPERATION 

I OPERATION OF A STANDARD SECONDARY SYNCHRONIZER 
(Variable Threshold) u' 

! 1 

i 
. ?  The operation of a secondary synchronizer i s  divided i n t o  th ree  phases: .. 

- search phase 

- inspect ion phase 

- lock-on phase 

1 Search Phase 

The two possible  methods of search (fixed threshold and var iable  threshold) 

were described i n -  Appendix I. 
f 

I ,  

When the  cor re la tor  f inds  a pos i t ion  with a high probabi l i ty  o f 6 e i n g  the 

'code pos i t ion  ( i n  a var iab le ' th reshold ,  when t h e  b i t  counter reaches value M 
,-- t h e  number of b i t s  i n  the  cycle),  t h e  secohdary sykhron ize r  lgayes the  

search phase and begins the  inspection phase. 
4 T 

2,  Inspection Phase 

-. 
\ 

i The inspect ion phase. serves t o  ver i fy  tha t  detect ion is correct ,  t h a t  is, 
t h a t  t he  code pos i t ion  found is  its ac tua l  posit ion.  

I-_____.._____ ..-- -- . . _ _  . . . .- .. ..-_,,I- _I- I-.-_ - ._._.I. .. . . . ~. .̂-.---.--..----- 

! 

! 
. .  

- ---------I---------.--I - . -- . _ _  I_ 
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In the case of a var iable  threshold, when the b i t  counter reaches the 

value of M it is  automatically reset t o  zero,and the number of e r ro r s  found i n  

the theo re t i ca l  code pos i t ion  replaces the  former threshold value. Confirmation 

is received i f  the number of e r rors  remains higher than the new threshold i n  the  

M-1 posi t ion which follow i n  the cycle ( tha t  is, up u n t i l  the  counter reaches 

the  new value of M). An inval idat ion is considered as received i n  the 

contrary case; t h a t  is, * i f  there  i s  a t  l e a s t  one posi t ion f o r  which the number 

of e r ro r s  is below the threshold. 

After a cer ta in  number of confirmations have been 

the  system enters  lock-on mode. 

When a cer ta in  nuinber of successive inval idat ions 

returns  t o  search. 

3. Lock-on Phase 

G 

In  lock-on phase, t h e  system operates on the  same 

received successiveily, - /2 

are received, t h e  system 

principle  as  i n  inspection 

phase , with reactual izat ion of t he  threshold a t  each theore t ica l  code posit ion.  

The difference between the two phases lies i n  the presence of a divider  

number of e r ro r s  found at  any one , which only r eg i s t e r s  an inval idat ion i f  the  

posi t ion is lower ihan E/k (E being the  threshold value). R% 

\ 

' e #  

2. OPERATION I N  THE METEOSAT SYSTEM 
I 

t t 

For METEOSAT, the  quant i ty  of info'mation l o s t  must b s  ,minimized when 

there  i s  poor lock-on o r  when unlock occurs. I 

# 

In the standard operation descr ibed above, i t  is necessary t o  wait 
* .  

for  several  cycles during inspection phase before deciding whether o r  not "* . 

detection was correct.  A s  a r e su l t ,  several  cycles are incorrect  i f  detection 

is incorrect ;  f o r  METEOSAT t h a t . i s  represented by several l i nes  i f  a s ing le  

27 



~ synchronization s igna l  is used per  l ine .  If an incor rec t  detect ion has been 

made, t h i s  m u s t  be  known quickly. This can be accomplished i n  the  following 

manner: 

Search phase is  car r ied  out i n ' t h e  standard way. 

Inspection phase is l imited t o  one cycle - t ha t  is, as  soon as the b i t  

counter reaches value M, t h e  system switches t o  lock-on phase. 

In  lock-on phase, there  i s  a comparison between the  number .E of e r r o r s  

obtained i n  t h e  theore t ica l  code posi t ion and the  various values e obtained a t  

each following pos i t ion  i n  t h e  cycle. I f  e .< E/k, (k being a number set i n  

advance) f o r  any posi t ion whatever, t he  system unlocks and returns  t o  search 

' 
-. 

beginning with tha t  posit ion.  When a k value is  la rge  enough, one can consider 

t he re  t o  be an unlock only when synchronization is ac tua l ly  l o s t .  

I 
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APPENDIX 3 

, COMPUTING COEFFICIENTS Hm(E) 

1. DEFINITION 

9 

A l l  posi t ions i n  the  cycle do not contain only random b i t s .  If N is t h e  

length of t he  code, there  are 2N-2 posi t ions f o r  which the  N b i t s  compared by 

the cor re la tor  t o  the reference code are composed of m b i t s  ( the code b i t s )  

and N-m b i t s  (random b i t s  of t h e  message). 

/1 

Degree of overlay is  expressed by m. 

For the  code 00011101101, as an example, and with an overlay of 

seven,llOllOWW( w i l l  be i n  the cor re la tor  ( the X's representing random b i t s ) .  

Each m value corresponds t o  two symmetrical posi t ions (an overlay t o  

t h e  r igh t  and an overlay t o  the l e f t )  which have the same charac te r i s t ics .  

Hm(E) is used t o  designate the  probabi l i ty  that f o r  overlay m, t h e  n d e r  

of e r r o r s  at the cokrelator output w i l l  b e  equal t o  o r  lower than E. ,* 
\ 

Computing coef f ic ien ts  &(E) brings i n t o  play a gfven code's truncated 
' . #  

corre la t ion  propert ies .  (By "truncated correlat\ion" we ,mean correxation between 

b i t s  i n  t h e  overlay.) b * '. 
1 

Let  c represent the  number of mismatched bits. '  
d 

L e t  a repres.ent the'number of matched b i t s  (a = UP&)* 
I 
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i 

In  the code 00011101101 with an overlay of seven, f o r  example, c = 4 and 

a - 3. 

- 8  

1 

reference code 

:message x x , I  

- 

4 pos i t ion  I -- - __ .-, - - 

2. COMPUTING COEFFICIENTS Hm(E) 

+ 
I f  t he re  are e e r r o r s  a t  t he  co r re l a to r  output f o r  an m overlay, these 

~ 

e e r r o r s  are divided in to :  

I ,  

$ a e r r o r s  f o r  t he  m code b i t s  
, 

p . . , -  

1 

B e r r o r s  f o r  the  random b i t s  (b = N-rn) 

' !  ., . 

E .  
Hm(E) = 1 'Probability (e e r r o r s  a t  the  co r re l a to r  output) 
- e=o 

1 ,  , E Min(e,m+ Probabi l i ty  (a e r ro r s  i n  t$e code 

E .  
€?PO o( PO 

-, b i t s )  x Probabi l i ty  (8 e r r o r s  i n  t h e  tbn(E) I . . . .  . 
7 - 7 -  --- random bits ')  

- .-_. o(-0 ' b i t s )  

"_ - . .  > 

Min(E ,m-) 
Hm(E1 :=. I -  2 Probqbi l i ty  (a , , 

P o  
Probabi l i ty  (fj Brrors on -rne'uandom 

b i t s )  i 

Min ( i , j )  designates t h e  smallest values of i and j. 

I ,  

Probabi l i ty  (B e r r o r s  i n  the  b random b i t s )  , 
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Among the  m code b i t s  (without b i t  e r ro r )  there  are c mismatched b i t s  I 

which generate c e r r o r s  i n  the  correlator .  

number of e r r o r s  i n  t h e  co r re l a to r  is expressed as shown below (where i b i t s  

are incorrect  among the  mismatched b i t s  and j b i t s  are incor rec t  among the  

matched b i t s )  : 

When there  are b i t s  e r r o r s ,  t h e  

4- c - i + j  

The possible 'values of i and j . depend on the respective values of c and a. 

The minimum value of j corresponds t o  t h e  minimum value of i, and t h e  max- 
B. 

imum value of j corresponds t o  the  maximum value of i. 

! 

I f  

If 
a > c the minimum value of i is o which corresponds t o  j = a - c 
a < c the minimum value of j i s  0 ,  which corresponds t o  i' = c = a 

4 

In  addition, s ince i c, j.2 a. And, s ince j is the  number of incor rec t  /3 
b i t s  among t h e  mismatched b i t s  j < m - c 

$ 1  - 
I .  

' Consequently: ' 

1 ,  

d3 
I f  m-c > a,' t he  max;lmum value of j is  

I f  m-c 

a, whhich corresponds t o  i = c. 
1 

' J  t h e  m a x i m u m  value of j is m-c,, which corresponds t#o i = m-a a, 

' . I  

+ I 

It can 'be in fe r r ed  therefrom tha t :  4 * 

i , .  
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Maximum ( 4, k) designates the largest values of p and V. 

Hm(E) can be  written: 

c J 
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